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Abstract

Windows PowerShell has quickly become ubiquitous in enterprise networks. Threat actors are increasingly utilizing attack frameworks such as PowerShell Empire because of its robust APT-like capabilities, stealth, and flexibility. This research identifies specific artifacts, behaviors, and indicators of compromise that can be observed by network defenders in order to quickly identify PowerShell Empire command and control activity in the enterprise. By applying these techniques, defenders can dramatically reduce dwell time of adversaries utilizing PowerShell Empire.
1. Introduction

Threat actors, penetration testers, and red teamers are increasingly leveraging PowerShell to compromise enterprise networks. This is because PowerShell is an extremely powerful and robust command line interface that is present by default on all Windows versions 7 and up. PowerShell offers attackers full access to the .Net framework and the Win32 API, which grants attackers maximum flexibility and low-level control over Windows systems. PowerShell also allows attackers the ability to inject malicious code directly into memory without touching the hard disk (fileless malware), which renders many personal security products ineffective. Finally, PowerShell is typically whitelisted, as it is a perfectly legitimate Microsoft program (Kazanciyan & Hastings, 2014). Recently, many tools have been publicly released that leverage PowerShell, such as the popular attack framework, PowerShell Empire.

PowerShell Empire was created by Veris Group security practitioners Will Schroeder, Justin Warner, Matt Nelson and others in 2015. PowerShell Empire is a unique attack framework in that its capabilities and behaviors closely resemble those used by current nation state advanced persistent threat actors (Schroeder, & Warner, 2015). That is to say that Empire is effective at evading security solutions, operating in a covert manner, and enabling attackers’ total control over compromised systems. Of particular note is Empire’s command and control traffic. Empire C2 traffic is asynchronous, encrypted, and designed to blend in with normal network activity. These characteristics in particular make it exceptionally difficult for defenders to identify PowerShell Empire C2 traffic in the enterprise. As such, it is likely that Empire will only increase in popularity amongst attackers, particularly as the framework continues to evolve and mature.

With the Empire framework widely available to attackers everywhere, defenders must develop viable methods to identify and respond PowerShell Empire attacks. To support this effort, this research offers specific artifacts, behaviors, and indicators of compromise that can be observed by network defenders in order to efficiently identify PowerShell Empire C2 activity in the enterprise.
1.1. Empire C2 Terminology

Attackers must establish Command and Control (C2) over their targets before they can accomplish their objectives. Attackers using Empire establish C2 with targets by first configuring a listener on their attack platform/control server, and then by executing a stager on the victim system (figure 1). The listener receives and handles communications from victim systems, while the stager connects to the listener and establishes C2 between the victim and attacker (Kazanciyan & Hastings, 2014).

![Empire C2 Concept Diagram](image)

Figure 1. Empire C2 Concept Diagram

1.2. Research Methodology

For this research, a controlled lab environment was utilized to analyze PowerShell Empire C2 activity. The lab environment consisted of an attack platform running Kali Linux (10.10.10.5) and four Windows hosts networked in a small Active Directory domain (figure 2). Each host was fully patched and updated at the time of the research using Windows Updates. Additionally, each host utilized Windows Defender with real-time protection, cloud-delivered protection, and automatic sample submission enabled. Finally, the Windows firewall was active in its default configuration. It is important to note that at the time of this research, the aforementioned Windows security solutions failed to detect or prevent default Empire C2 payloads from executing in all test cases.
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To analyze Empire C2 activity, the author executed the Empire stager, “multilauncher”, on each Windows system in an “assumed breach” scenario (that is, a user downloaded and executed a malicious file). The Empire multilauncher stager is an Empire payload that consists of a PowerShell script that connects to the attacker’s control server, thus establishing attacker C2 over the victim system (see appendix A for the raw Empire stager script).

Empire offers attackers several other payloads to choose from such as malicious Microsoft Office macros, Windows DLLs, and HTML applications (HTA). The multilauncher payload was selected because it forms the basis of the aforementioned payloads and can be used to develop intrusion detection methods that will also work on other Empire payloads.

Each Empire multilauncher payload was configured identically. After infecting each host with the Empire multilauncher payload, the author researched specific behaviors, characteristics, and indicators of compromise (IoC’s) pertaining to Empire C2 activity.
The detection methods offered in this research emphasize accessibility by using open source tools, and scalability by offering methods that can be easily automated, scaled, and integrated throughout the enterprise. To that end, research and analysis efforts were divided into two areas of focus: network and host.

Network intrusion analysis was performed using network packet captures and network logs produced using industry standard tools including Wireshark, Bro, and Snort. Host intrusion analysis was performed by examining Windows Event logs and by analyzing memory dumps using Volatility and Redline. Additional tools were utilized including Process Monitor, Process Explorer, and TCPLogView, though they are not further referenced in this document.

1.3. Limitations and Warnings

This research found that the majority of observable Empire C2 IoC’s are attacker driven. This means that attackers can easily alter Empire C2 characteristics, behaviors, and signatures in order to evade detection. As much as possible, defenders should avoid using attacker-driven signatures as the basis for their intrusion detection solutions because they can easily be rendered ineffective if the attacker alters the signatures (Holmes, 2017). The challenge defenders face is that very few Empire IoC’s are static or constant. Given these limitations, defenders may have no choice but to tune their sensors to identify attacker driven signatures, or otherwise risk high false positive rates using broad or generic signatures. To that end, much of this research focuses on identifying default Empire deployments. This research will explicitly identify Empire signatures that are controlled/easily altered by attackers. Additionally, defenders will be shown how to chain IoC’s observed in one area (for example host) to the other (network) in order to identify Empire C2 activity, despite the possibility of constantly changing signatures.
2. C2 Detection Framework

Identifying Empire C2 traffic is an inherently difficult task. Empire C2 traffic is designed to be both stealthy and secure. Empire accomplishes this by encrypting its communications, mirroring HTTP activity, and by making infrequent and jittered (slightly randomized) connections (Schroeder, & Warner, 2015). Given these challenges, it is helpful to utilize a framework that can enable defenders to effectively identify C2 activity. The author employs the “Command and Control Detection Framework” as part of daily intrusion detection/threat hunting activities (figure 3). In a broad sense, this framework offers general steps that can be followed to efficiently identify C2 activity, and then prepare for incident response procedures. The author will demonstrate throughout this research how each step of this framework can be applied to detect Empire C2 activity in the enterprise.

![Figure 3. Command and Control Detection Framework](image-url)
3. Network Intrusion Detection

Network intrusion detection is often an effective starting point for identifying Empire and other types of malicious C2 activity because network sensors offer broad insight into the state of the network. The point of this phase is to identify anomalies and events that may suggest or confirm compromise. This is done by analyzing data produced by sensors such as Snort IDS, Bro network events, and through netflow and/or packet analysis. In terms of Empire C2 activity, network intrusion detection is primarily used as a warning of compromise, not necessarily confirmation. Defenders then use this warning to pivot to focused host intrusion detection.

3.1. Identifying Network-based IoCs

Empire C2 beacons are designed to blend in with normal network activity. Empire accomplishes this by utilizing common ports (TCP 80, 443, etc.), encrypted communications, making infrequent connections, and requesting benign-looking URI’s. Despite these characteristics, Empire C2 network activity still exhibits unique signatures, behaviors, and characteristics that can be identified by defenders. Characteristics including HTTP behavior, anomalous URIs, and network contradictions will be explored in depth in the sections that follow.

3.1.1. Anomalous URIs

By default, PS Empire HTTP Listeners are configured to continuously request three specific URI’s (highlighted in red - figure 4). These URI’s likely appear benign to non-discerning defenders; however, their combined presence strongly suggest Empire C2 activity, particularly when they are present at recurring intervals. While these URI’s can be a helpful network signature, attackers can easily change the Empire C2 URI’s. When that is the case, defenders will require additional data points beyond URIs to effectively identify Empire C2 activity.
3.1.2. HTTP Request Behavior

While Empire URI’s can be easily changed, Empire C2 agents produce distinct HTTP GET and POST requests. For example, Empire C2 agents use HTTP GET requests to poll the Empire control server for taskings such as executing commands or uploading files. Empire C2 agents use HTTP POST requests to push data in response to taskings to the Empire control server (Crenshaw, 2015). These characteristics can be scrutinized against normal network activity baselines. For example, over time, Empire victims will likely exhibit an excessive number of HTTP connections and an anomalous volume of data being exchanged to a single IP address or domain name.

Defenders can also observe potentially anomalous behavior in the HTTP POST requests. Commonly, data sent over HTTP/TCP port 80 is unencrypted. If the attacker is using TCP port 80 for Empire’s outbound communications, defenders will notice encrypted data being sent on a (typically) unencrypted port (figure 5). This information can tip a defender to perform focused intrusion detection on the subject host. This signature is less effective if the attacker is using Empire listeners on TCP port 443, as the activity will blend in with normal HTTPS activity. This instance requires the defender to scrutinize other data points for intrusion analysis.
3.1.3. Control Server Contradictions

Additional signatures can be found in the HTTP headers by following the TCP stream in Wireshark, as seen below (figure 6). Three indicators can be observed including a default client user agent string (1), server value (2), and server banner (3).

Figure 5. HTTP Post Returning Encrypted Results to Empire C2 Server

Figure 6. Empire Agent HTTP Request Session Details in Wireshark
The default Empire User Agent String describes a Windows 7 client running Internet Explorer 11 (operating system and web browser bolded for emphasis):

```
Mozilla/5.0 (Windows NT 6.1; WOW64; Trident/7.0; rv:11.0) like Gecko
```

This can be a useful signature because the user agent string does not automatically match the victim system. For example, an infected Windows 10 system would be observed making HTTP requests with a user agent string identifying it as Windows 7 running Internet Explorer 11. This discrepancy can make for an effective indicator of compromise (until Empire developers include an “auto-detect user agent” logic in the Empire framework).

The default Empire web page offers defenders another useful signature. If a user were to examine `http://10.10.10.5/news.php` in a web browser, they would be served a default web page (figure 7). This web page is anomalous because the Empire C2 server claims to be running Microsoft IIS 7.5, yet it serves a default web page that resembles a lightweight Apache web server. If this were a default IIS server, it would serve a page such as the one shown on figure 8.

![It works!](http://10.10.10.5/news.php)

**It works!**

This is the default web page for this server.
The web server software is running but no content has been added, yet.
While this can be a useful signature, attackers can change the default web page to one that is better suited for their target environment, such as an intranet page.

Another contradiction can be observed because of Empire’s claim that it is running Microsoft IIS 7.5. While the Empire C2 server claims to be running IIS 7.5, its time to live (TTL) value is 64 (figure 9 – red), which strongly suggests that the device is actually running a Linux kernel rather than Windows, which has a default TTL of 128 (Silby, 2014). The TTL in this case serves as a useful signature, as attackers are far less likely to recompile their Linux kernel in order to alter the default TTL. Alternatively, an attacker may choose to alter the server version to Apache or possibly run Empire from a Windows system, which would render this signature ineffective.

Figure 8. Default Web Page – Microsoft IIS 7.5
3.2. Tuning Network Sensors

With knowledge of these IoCs, defenders can easily tune their network security solutions to automate detection of Empire C2 traffic. Defenders commonly use the open source network event aggregator, Bro, to capture network events in a space efficient format. The example below shows how defenders can use Bro log queries in order to rapidly identify default Empire C2 URIs (figure 10). The commands show a defender parsing Bro’s http.log using bro-cut, and then grepping the output for Empire-associated URI’s. The list is sorted and the defender receives a list identifying Empire victims (10.10.10.30), the control server (10.10.10.5), its listening port (80), and its URIs (/admin/get.php, etc.).

```
10.10.10.30 10.10.10.5 80 GET /admin/get.php
10.10.10.30 10.10.10.5 80 GET /login/process.php
10.10.10.30 10.10.10.5 80 GET /news.php
10.10.10.30 10.10.10.5 80 POST /admin/get.php
10.10.10.30 10.10.10.5 80 POST /news.php
```

Figure 10. Bro Logs – Identifying Default Empire C2 Activity
In addition to querying Bro logs, Empire’s IoCs can be identified by constructing a Snort rule (figure 11). This is particularly valuable because Snort IDS can fully automate detection and/or prevention of Empire C2 traffic in real time. The example below shows a snort rule identifying Empire C2 activity based on IoC’s discussed up to this point.

**Snort Rule:**

```
alert tcp any any <> any 80 
(content:"<html><body><h1>It works!</h1><p>This is the default web page for this server.</p><p>The web server software is running but no content has been added, yet.</p></body></html>";
(content:"Microsoft-IIS/7.5";)
msg: "Possible Empire C2 activity!"; sid: 5000000;)
```

**Snort Command Line Syntax:**

```
$ snort -A console -K none -q -r empireC2.pcapng -c empireC2.rule
12/10-00:25:10.304069 [**] [1:5000000:0] Possible Empire C2 activity Detected!! [**] [Priority: 0] {TCP} 10.10.10.5:80 -> 10.10.10.20:49208
```

*Figure 11. Automating Detection with Snort IDS*

While network sensors are powerful assets in any defenders arsenal, they are inherently at a disadvantage when it comes to detecting Empire C2 activity. This is because Empire allows attackers the ability to easily alter its network signatures in ways that blend in with normal/benign network activity. In these cases, defenders must incorporate additional data points and sensors in order to identify Empire C2 activity. Host-based intrusion detection capabilities such as log analysis and memory analysis can be highly effective in this scenario. These subjects will be explored in detail in the following sections.
4. Host Intrusion Detection

PowerShell Empire is effective at blending in with normal Windows processes. A cursory examination of the processes or network statistics of an Empire infected host will typically only show “powershell.exe” amongst other benign processes, making it difficult to discern between malicious or legitimate system activity. However, Empire still leaves behind significant indicators of compromise in select areas. Specifically, Windows Event Logs and memory dumps are two data sources that can offer definitive evidence of compromise, despite the strong possibility that attackers will continuously change Empire’s C2 signatures. This section will examine how defenders can efficiently analyze logs and memory to identify Empire C2 activity.

4.1. Windows Event Log Analysis

Windows event logs contain troves of information that defenders can use to rapidly identify Empire C2 activity. Depending on configuration, Windows event logs capture full transcripts of PowerShell usage, which details attacker activities in their entirety. Operating systems such as Windows 8, 10, and Server 2012 R2 collect verbose PowerShell logs by default. These logs will show what PowerShell commands were executed on a specific system, when, and from where (remotely or locally). The screenshot below shows the log entry that is created after an attacker executes an Empire C2 stager. The log captures the obfuscated stager script (1), its timestamp (2), and other pertinent information that defenders can use to identify and respond to compromise.
Figure 12. PowerShell Logging – Windows 8 with PowerShell 4.0

Note: These entries can be obtained in the Windows Event Viewer GUI under the following menus:

**Event Viewer >> Applications and Services Logs >> Windows PowerShell**

They can also be obtained/scripted via the command line using PowerShell:

```powershell
PS C:\> Get-EventLog 'Windows PowerShell' | Format-List
```
Unfortunately, older Windows versions such as Windows 7 and Server 2008 running PowerShell 2.0 provide minimal log evidence of Empire C2 activity by default (Dunwoody, 2016). As depicted in the screenshot below, the Windows 7 event logs only show that PowerShell was executed; it does not show the full command line syntax observed in the previous example. These logs do not enable the defender to determine that an intrusion occurred without using additional data sources. For these reasons, network owners should consider upgrading to PowerShell 5.0 in order to take advantage of its robust logging features.

Figure 13. Minimal Log Entries in Windows 7 with PowerShell 2.0
If defenders successfully log a suspicious PowerShell script such as the one seen in figure 12, they can often be decoded with a base64 decoder and formatted using a C# "beautifier". A de-obfuscated Empire stager payload is provided below (figure 14). Using the de-obfuscated script, defenders can easily identify Empire’s configuration settings, including the user agent string (1), the C2 server IP address (2), and the C2 URI (3).

These indicators are highly effective because they reveal Empire’s exact configuration settings, regardless of any signatures the attacker altered beyond Empire’s default configuration. These signatures can then be used to tune the organization’s security solutions to automatically identify additional systems that may be compromised by the same Empire stager.

If($PSVerionTABLE.PSVerion.MAJOR -eq 6) {
        GetType('System.Collections.Generic.Hashtable').GetValue($null);
    IF($PS['ScriptBlock'][0]++ 'locklogging') {
        $PS['ScriptBlock'][0]++ 'locklogging'] = 0;
        $PS['ScriptBlock'][0]++ 'locklogging'] = 0
    } else {
        $PS['ScriptBlock'][0]++ 'locklogging'] = 0;
        $PS['ScriptBlock'][0]++ 'locklogging'] = 0
    }
}

Figure 14. Decoded PS Empire Payload
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Beyond traditional Windows Event Logs, defenders can also enable PowerShell Transcription. Transcription creates a record of every PowerShell session, capturing all input and output as it appeared in the subject PowerShell session (Dunwoody, 2016). The screenshot below shows a complete transcript of the Empire C2 stager execution, including its timestamp, associated user, and even the cleartext syntax of the obfuscated stager script. This information is invaluable to defenders as it contains all of the information needed to effectively identify, scope, and respond to compromise.

Figure 15. Empire Activity Captured using PowerShell Transcription

As a best practice, defenders who use PowerShell transcription should write their transcripts to a remote, write-only network share, such that defenders can easily review the transcripts but attackers cannot easily delete them. Defenders may perform the following steps to enable transcription:

1. In the “Windows PowerShell” GPO settings, set “Turn on PowerShell Transcription” to enabled.
2. Check the “include invocation headers” box, in order to record a timestamp for each command executed.
3. Optionally, set a centralized transcript output directory
4.2. Memory Analysis

While logs can be invaluable sources of information, they can be wiped, lost, or simply be uncollected. In these cases, defenders may still identify Empire C2 activity by leveraging memory analysis. The author examined Empire C2 activity using two industry standard memory analysis tools: Redline and Volatility.

Beginning with Redline, examining system processes shows the same Empire stager script observed in the Windows event logs (figure 16). Notice the PowerShell launcher string, “powershell -nop -sta -w 1 -enc”. This launcher string is present by default in Empire HTTP listeners. While the launcher string can be easily changed, it is commonly unaltered by attackers, making it an effective signature. Additionally, the base64 encoded launcher script body can also be used as a signature, particularly in environments where administrators do not typically encode their scripts.

![Process Information](image1)

![User Information](image2)

*Figure 16. Empire Stager Execution – Memory Analysis with FireEye’s Redline*
Defenders can use findings in Redline as a pivot to dig deeper into memory using tools such as Volatility. Volatility can potentially enable defenders to obtain a complete listing of all commands the attacker executed within his Empire session using the consoles plugin (figure 17):

```
# volatility -f Win8-MemDump.vmem --profile=Win81U1x86 consoles
```

---

<table>
<thead>
<tr>
<th>CommandHistory:</th>
<th>0x8d44c0</th>
<th>Application: powershell.exe</th>
<th>Flags: Allocated, Reset</th>
</tr>
</thead>
<tbody>
<tr>
<td>FirstCommand:</td>
<td>0</td>
<td>CommandCountMax: 56</td>
<td></td>
</tr>
<tr>
<td>ProcessHandle:</td>
<td>0x3a9c8b</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

5. Automating Detection

At this point in the C2 detection framework, the defender has performed network and host-based intrusion detection. The defender has collected an assortment of IoCs, and may have begun tuning security sensors. However, the IoCs referenced up to this point have been examined in isolation; that is, they have not been organized in a holistic or easily distributable format. For maximum benefit, defenders should combine their pertinent IoCs into an industry standard format such as OpenIOC. OpenIOC is beneficial because tools such as FireEye’s Redline can simply import the OpenIOC file and scan a data source (for memory) for events matching the IoCs. This process can effectively enable defenders to tune their security sensors and automate intrusion detection across the enterprise. The following diagram consolidates all of the observed Empire C2 IoC’s covered in this research into a distributable OpenIOC format:
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At this point, the defender is armed with all of the indicators of compromise needed to effectively identify and scope additional intrusions throughout the enterprise. This information can be used as the basis for conducting a rapid and efficient incident response to return the network to its normal operating state, as well as reduce adversary dwell time.
6. Conclusion

This research examined many techniques that defenders can use to identify and respond to Empire C2 activity in the enterprise. This research showed that while Empire is effective at bypassing traditional signature-based security solutions, it still exhibits significant behaviors and artifacts that can be spotted by defenders. By using a repeatable methodology such as the C2 Detection Framework, defenders can rapidly identify and respond to compromise. This research also emphasized that defenders should not use any one security solution as their only means of detecting command and control traffic. When dealing with sophisticated threat actors, defenders must leverage multiple IoCs from both network and host sensors. The information gained from these sensors can then be used to create holistic signatures that can be used to tune security sensors, allowing defenders the ability to rapidly identify and scope compromise throughout their network. Ultimately, this research offers techniques to enable effective and efficient incident response procedures.

Attackers will almost certainly continue to harness PowerShell due to the maximum flexibility and control it provides over Windows systems. As such, defenders will likely see PowerShell attacks more frequently, particularly as new techniques are developed and matured. As new techniques are developed, they will almost certainly be incorporated into the Empire framework. As the Empire framework continues to grow and mature, it will also grow in popularity, particularly amongst penetration testers and red teamers. That said, with Empire just as accessible to attackers as Metasploit, defenders can expect Empire stagers to be used to establish command and control in their networks. Therefore, defenders must be armed with additional skills and techniques in order to mitigate the risk and overall impact to their information systems.
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Appendix A – Empire multi/launcher Stager

The image below shows the raw payload created when using the Empire multi/launcher stager. To deploy this payload, an attacker merely has to download the stager script and then copy and paste it into a terminal. The script will then execute, and connect to the Empire control server. The attacker will then be able to issue arbitrary commands and run Empire modules on the compromised system.

Appendix A. Raw Empire Multi/Launcher Stager Script
<table>
<thead>
<tr>
<th>Event</th>
<th>Location</th>
<th>Dates</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Live Online: FOR500: Windows Forensic Analysis</td>
<td></td>
<td>Jul 06, 2020 - Jul 17, 2020</td>
<td>vLive</td>
</tr>
<tr>
<td>SANS DFIR: Summer Breach 2020</td>
<td>United Arab Emirates</td>
<td>Jul 06, 2020 - Jul 11, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>SANS FOR508 (In German) Online 2020</td>
<td>United Arab Emirates</td>
<td>Jul 13, 2020 - Jul 18, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>DFIR Summit &amp; Training 2020</td>
<td>Virtual - US Eastern,</td>
<td>Jul 16, 2020 - Jul 25, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>Summer Cases: SANS DFIR 2020</td>
<td>United Arab Emirates</td>
<td>Jul 20, 2020 - Jul 31, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>SANS Summer of Cyber</td>
<td>Jul 27</td>
<td>United Arab Emirates</td>
<td>Jul 27, 2020 - Aug 01, 2020</td>
</tr>
<tr>
<td>SANS Special Investigations 2020</td>
<td>United Arab Emirates</td>
<td>Aug 03, 2020 - Aug 08, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>Instructor-Led Training</td>
<td>Aug 3 MT</td>
<td>CA</td>
<td>Aug 03, 2020 - Aug 08, 2020</td>
</tr>
<tr>
<td>South by Southeast Asia Online 2020</td>
<td>Singapore</td>
<td>Aug 03, 2020 - Aug 14, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>SANS Reboot - NOVA 2020 - Live Online</td>
<td>Arlington, VA</td>
<td>Aug 10, 2020 - Aug 15, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>SANS FOR508 Canberra August 2020</td>
<td>Canberra, Australia</td>
<td>Aug 17, 2020 - Aug 22, 2020</td>
<td>Live Event</td>
</tr>
<tr>
<td>Instructor-Led Training</td>
<td>Aug 17 ET</td>
<td>DC</td>
<td>Aug 17, 2020 - Aug 22, 2020</td>
</tr>
<tr>
<td>Community SANS Columbia FOR572 @ UKI</td>
<td>Columbia, MD</td>
<td>Aug 17, 2020 - Aug 22, 2020</td>
<td>Community SANS</td>
</tr>
<tr>
<td>Cyber Defence APAC Live Online 2020</td>
<td>Singapore</td>
<td>Aug 17, 2020 - Aug 22, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>SANS Summer Forensics Europe 2020</td>
<td>United Arab Emirates</td>
<td>Aug 17, 2020 - Aug 28, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>SANS Amsterdam August 2020 Part 2</td>
<td>Amsterdam, Netherlands</td>
<td>Aug 17, 2020 - Aug 22, 2020</td>
<td>Live Event</td>
</tr>
<tr>
<td>Instructor-Led Training</td>
<td>Aug 24 MT</td>
<td>CA</td>
<td>Aug 24, 2020 - Aug 29, 2020</td>
</tr>
<tr>
<td>SANS Virginia Beach 2020 - Live Online</td>
<td>Virginia Beach, VA</td>
<td>Aug 30, 2020 - Sep 04, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>SANS Virginia Beach 2020</td>
<td>Virginia Beach, VA</td>
<td>Aug 30, 2020 - Sep 04, 2020</td>
<td>Live Event</td>
</tr>
<tr>
<td>SANS Philippines 2020</td>
<td>Manila, Philippines</td>
<td>Sep 07, 2020 - Sep 19, 2020</td>
<td>Live Event</td>
</tr>
<tr>
<td>SANS London September 2020</td>
<td>London, United Kingdom</td>
<td>Sep 07, 2020 - Sep 12, 2020</td>
<td>Live Event</td>
</tr>
<tr>
<td>SANS Baltimore Fall 2020 - Live Online</td>
<td>Baltimore, MD</td>
<td>Sep 08, 2020 - Sep 13, 2020</td>
<td>CyberCon</td>
</tr>
<tr>
<td>SANS Baltimore Fall 2020</td>
<td>Baltimore, MD</td>
<td>Sep 08, 2020 - Sep 13, 2020</td>
<td>Live Event</td>
</tr>
<tr>
<td>Threat Hunting &amp; Incident Response Summit &amp; Training 2020</td>
<td>New Orleans, LA</td>
<td>Sep 10, 2020 - Sep 17, 2020</td>
<td>Live Event</td>
</tr>
</tbody>
</table>